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Preparing Our Data


• We will use the Heart Disease Data Set from the UCI Machine Learning Repository 
(Download)


• The data set requires cleaning and some transformation

• We will prepare the training and test sets


Goal of the Project

• Our goal is to find the most accurate model predicting if a patient has a heart disease or not


Logistic Regression

• We run the logistic regression on the training data set using the glm() function in R:


https://archive.ics.uci.edu/ml/machine-learning-databases/heart-disease/processed.cleveland.data


• Some independent variables do not appear to be significant, hence we perform variable 
selection. The lowest AIC was diagnosed with the following regressors:


• After reducing the number of variables, we get all the significant predictors


• We now use test data set to see how well the model predicts. For this purpose, we run the 
confusion matrix and count the accuracy. The classifier is correct in 79.5% cases.







Random Forests 


• We run Random Forests on the training data set using the randomForest() function 


• We now use our test data set to see how well the model predicts. For this purpose, we run 
the confusion matrix and count the accuracy. The classifier is correct in 84.3% cases








Random Forests: Reduced model

• We now test how the model behaves after removing variables that do not contribute much. 

For this purpose, we perform variable selection using VSURF() function


• VSURF selected the following three variables for the prediction: cp, thal, and ca
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• The variables can be classified into three groups ranging from the most to the least 
important. The first group contains cp, thal, ca, and oldpeak. The second group of less 
important variables consists of: thalach, slope, exang, sex, trestbps, age, and chol. Finally, 
the last group contains two insignificant variables: restecg and fbs. We select three variables 
chosen by the varselect.ped function (cp, thal, and ca). The oldpeak variable is not included 
as it does not improve the prediction.


• We run Random Forests on the reduced data set


• We now use our reduced test data set to see how well the model predicts. For this purpose, 
we run the confusion matrix and count the accuracy. The classifier was correct in 80.7% 
cases
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Support Vector Machines

• We use the tune.svm() function to find the best gamma and cost arguments. Subsequently, 

we use the svm() function to fit the model


• We now use our test data set to see how well the model predicts. The classifier is correct in 
90.36% cases





Summary


• SVM has the highest accuracy of 90.36%

• Logistic regression has the lowest accuracy of 79.5%

• Random Forests with only three explanatory variables has the accuracy of 80.7%




Attachment 
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