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1. Problem Description 

The purpose of this project is to obtain a prediction equation for the price of used cars. The data 

set consists of 630 observations, one dependent variable (price) and the following 11 predictor 
variables: 

(1) mileage: number of miles the car has been driven 

(2) make: manufacturer of the car (Buick, Cadillac, Chevrolet, and Pontiac) 
(3) model: specific model for each car 

(4) trim: specific type of a car model 
(5) type: body type (e.g. sedan, wagon) 

(6) cylinder: number of cylinders in the engine (4, 6 or 8) 

(7) liter: measure of the engine size 
(8) doors: number of doors: 2, 4 

(9) cruise control: 1=yes, 0=no 
(10)  sound: upgrader speakers (1=yes, 0=no) 

(11)  leather seats: 1=yes, 0=no 

Before starting the entire process of model building, I have made the following steps: 

The TRIM predictor variable comprises 38 categories. Therefore, I have decided to group them 
together into three following levels:  

A. Basic: basic equipment 

B. Entry: basic equipment plus some special features 
C. High: upgraded equipment and additional features. 

The MODEL predictor variable comprises 25 categories. Thus, I have decided to group them 
together into three following classes: 

A. Regular Class: up to 20.000 USD 

B. Middle Class: up to 30.00 USD 
C. Upper Class: starting from 30.000 USD. 

This report presents the set of activities allowing me to build a multivariate regression model, 

including: 

• checking for the violations of model assumptions; 

• data transformation; 

• variable selection techniques; 

• incorporation of categorical explanatory variables; 

• application of F-tests. 

After the entire process  of model building, I was able to develop the prediction equation that explains 
about 99% of the variability in new data. 



2. Investigation of the Data 

The data set consists of four quantitative variables (Mileage, Cylinder, Liter, and Doors) and seven 
categorical variables (Make, Model, Trim, Type, Cruise, Sound, Leather). 

 

Figure 2.1 Quantitative variables

Table 2.1 Summary statistics: Quantitative variables



 

Based on the investigation of the data, I do not see a need for any preliminary transformations. I 

would rather consider adding some interactions to the model (e.g. Make and Trim, or Make and 
Model).  

Based on Figure 2.1 presenting the plot of Price and Mileage, we can see 10 observations (top of 

the plot) that look like possible outliers. I presume that majority of them come from Cadillac 
category of Make variable. When it comes to the plot of Price and Cylinder, we can notice outliers 

for engines with 6 and 8 cylinders. Here, I also assume that most of them come from Cadillac 
category. Looking at the plot of Price and Liter, we see that most of the outliers are from the engine 

size of 3.6, 4.6, and 5.7 liters. This, in my opinion is also connected with Cadillac category. The last 

plot of Price and Doors displays 11 observations that should be carefully scrutinized as possible 
outliers. In this case, I also believe that they come from Cadillac category. 

Table 2.1 with summary statistics shows that the range of price if from 8638.93 to 70755.47, and 
the range of mileage from 266 to 42691. We can conclude that, we have both the luxurious and 

regular cars in the data set. Looking at the range of mileage we see that cars differ from slightly 

used (266 miles) to significantly used (42691). 

Based on Figure 2.2 with categorical variables, we can observe outliers in the plot of Price and 

Make concerning three out of four categories: Cadillac, Chevrolet, and Pontiac. The plot of Price 
and Trim shows that the outliers appear in the basic level of equipment. One of the reason for this 

is because for example the trim of Sedan 4D has been classified as a basic level of equipment; 

however Sedan 4D made by Chevrolet or Buick has a different price range in comparison to Sedan 
4D made by Cadillac. Hence, adding interaction term to the model (Make and Trim) seems to be 

Figure 2.2 Categorical variables



reasonable. The same issue regards the plot of Price and Body Type where Sedan has majority of 

outliers. When it comes to Cruise, Sound, and Leather variables, possible outliers occur for 
category 1 (feature included). 

In order to check if my assumption about outliers coming mostly from Cadillac is valid, I have 

prepared the following plots: 

 

We can see that most of the outliers are green dots (Cadillac), which supports my assumption.  



3. Specification of the Model 

  mileage 

  cylinder 

  liter 

  doors 

  cruise 

  sound 

  leather 

I have decided to add interactions to the model: Make   Trim. 

x1 :

Make

1 0 0 Buick

0 1 0 Chevrolet

0 0 1 Pontiac

0 0 0 Cadillac

�x2 �x3 �x4

Model

1 0 Regular Class

0 1 Middle Class

0 0 Upper  Class

�x5 �x6

Trim

1 0 Basic

0 1 Entry

0 0 High

�x7 �x8

Type

1 0 0 0 Convertible

0 1 0 0 Coupe

0 0 1 0 Hatchback

0 0 0 1 Wagon

0 0 0 0 Sedan

�x9 �x12�x11�x10

x13 :
x14 :
x15 :
x16 :
x17 :
x18 :

×



  

  

    

  

Model assumptions: 

1. The mean of response is a linear function of the   

2. The errors are independent 

3. The errors are normally distributed 

4. The errors have equal variance and mean zero 

4. Estimation of the Appropriate Model 

 

Test for significance of Regression: 

    

    for at least one   

  

p-value=0.001 <   

We reject the null hypothesis. We can conclude that there is a statistically significant linear 
association between the price of used cars and at least one of our predictor variables. 

yi = β0 + β1xi1 + β2xi2 + β3xi3 + β4xi4 + β5xi5 + β6xi6 + β7xi7 + β8xi8 + β9xi9 + β10xi10+
β11xi11 + β12xi12 + β13xi13 + β14xi14 + β15xi15 + β16xi16 + β17xi17 + β18xi18+
+β19x2x7 + β20x2x8 + β21x3x7 + β22x3x8 + β23x4x7 + β24x4x8 + ϵi

i = 1,...,n

xi

H0 : β1 = . . . = β24 = 0
H1 : βj ≠ 0 j

F0 = 564.77
α = 0.05



 

 

SAS gives parameter estimate 0 for Doors and two interactions X4_X7 and X4_X8 because of 

multicollinearity. 

The prediction equation is: 

  

  

  

It appears from this analysis that: 

• Mileage is a significant predictor of used cars price (x1) 

• Make is a significant predictor of used cars price (x2, x3, x4) 

• Model is a significant predictor of used cars price if it is Regular Class (x5) 

• Model is not a significant predictor of used cars price if it is Middle Class (x6) 

• Trim is a significant predictor of used cars price (x7, x8) 

• Type is a significant predictor of used cars price if it is Convertible (x9) or Wagon (x12) 

• Type is not a significant predictor of used cars price if it is Coupe (x10) or Hatchback (x11) 

• Cylinder is a significant predictor of used cars price (x13) 

• Liter is a significant predictor of used cars price (x14) 

̂y = 30190 − 0.17856X1 − 14264X2 − 18412X3 − 15875X4 − 2268.21X5 − 1337.69X6 − 2406.76X7 − 1938.71X8 + 16697X9 + 211.71X10

+139.06X11 + 5611.83X12 − 155.90X13 + 5636.53X14 + 0 × X15 + 185.39X16 + 120.77X17 + 189.11X18 + 545.93X2X7 + 466.04X2X8

+3125.39X3X7 + 3059.63X3X8 + 0 × X4 X7 + 0 × X4 X8

Table 4.1 Parameter Estimates



• Doors parameter has been set to 0 because the multicollinearity (x15) 

• Cruise is not a significant predictor of used cars price (x16) 

• Sound is not a significant predictor of used cars price (x17) 

• Leather is not a significant predictor of used cars price (x18) 

• X2 and X7 interaction is not a significant predictor of used cars price 

• X2 and X8 interaction is not a significant predictor of used cars price 

• X3 and X7 interaction in a significant predictor of used cars price 

• X3 and X8 interaction a significant predictor of used cars price 

• X4 and X7 interaction is not a significant predictor of used cars price 

• X4 and X8 is not a significant predictor of used cars price 

Interpretation of magnitudes of the estimated regression coefficients: 

• If the milage increases by one mile, the price decreases by 0.17856 (0.18 USD) 

• If a car is made by Buick, the price decreases by 14264 USD in comparison to a car made by Cadillac 

• If a car is made by Chevrolet, the price decreases by 18412 USD in comparison to a car made by 
Cadillac 

• If a car is made by Pontiac, the price decreases by 15875 USD in comparison to a car made by 
Cadillac 

• If a car’s model is classified as Regular Class, the price decreases by 2268.21 USD in comparison to a 

car classifies as Upper Class 

• If a car’s model is classified as Middle Class , the price decreases by 1337.21 USD in comparison to a 
car classifies as Upper Class 

• If a car’s trim is classified as Basic, the price decreases by 2406.75 USD in comparison to a car 
classified as High trim 

• If a car’s trim is classified as Entry, the price decreases by 1938.71 USD in comparison to a car 

classified as High trim 

• If a car’s type is classified as Convertible, the price increases by 16697 USD in comparison to a car 

classified as Sedan 

• If a car’s type is classified as Coupe, the price increases by 211.71 USD in comparison to a car 

classified as Sedan 

• If a car’s type is classified as Hatchback, the price increases by 139.07 USD in comparison to a car 
classified as Sedan 

• If a car’s type is classified as Wagon, the price increases by 5636.53 USD in comparison to a car 
classified as Sedan 

• If the number of cylinders in the engine increases by one, the price decreases by 1550.90 USD 

• If the engine size increases by one liter, the price increases by 5636.54 USD 

• If a car has a cruise control, the price increases by 185.38 USD (in comparison to a car without it) 



• If a car has upgrader speakers, the price increases by 120.77 USD (in comparison to a car without 

upgraded speakers) 

• If  a car has leather seats, the price increases by 189.10 USD 

• If a car is made by Buick and its trim is classified as Basic, the price increases by 535.93 USD 

• If a car is made by Buick and its trim is classified as Entry, the price increases by 466.04 USD 

• If a car is made by Chevrolet and its trim is classified as Basic, the price increases by 3125.39 USD 

• If a car is bade by Chevrolet and its trim is classified as Entry, the price increases by 3059.62 USD 

This preliminary model explains 95% (R-Square=0.95) of variations in the price of used cars. However, 

further tests of model adequacy are required. Moreover, from the investigation stage, I can presume 

that some of the estimated coefficients can be inflated by the existence of correlation among predictor 
variables (e.g. relationship between Cylinder and Liter). 

At this stage of the analysis, I have decided to remove the interactions X4_X7 and X4_X8, and Doors 
variable based on the SAS output. 

5. Assessment of the Chosen Prediction Equation 

 

The Breusch-Pagan test for constancy of error variance: 

    (constant variance) 

    for at least one   (non constant variance) 

P-value=0.001 <   

We reject the null hypothesis. The variance of the residuals is not constant, which can be also 

proved by Figure 5.1. 

H0 : γ1 = . . . = γ24 = 0
H1 : γ1 ≠ . . . ≠ γ24 ≠ 0 j

α = 0.05

Figure 5.1 Fit diagnostics for Price

Table 5.1 B-P Test



 

Since the variance of the residuals is not constant, we should consider the transformation of Y values.  

The Box-Cox analysis suggests the log(Y) transformation. 

Figure 5.2 presents the fit diagnostics after the log(Y) transformation. We can see that variance of the 

residuals has been improved. Normality has been also improved.  

In the case of large sample, we use the Kolmogorov-Smirnov test for normality. 

  the errors follow a normal distribution 

  the errors do not follow a normal distribution 

P-value=0.15 >  . We fail to reject the null hypothesis. The errors follow a normal 
distribution. 

H0 :
H1 :

α = 0.05

Figure 5.2 Fit Diagnostics for logPrice



Diagnostics for Leverage and Influence 

Observations 151-160, 341-360, and 381-390 are most influential. 

Observations 151-160: Cadillac, the most expensive trim 

Observations 341-360: Chevrolet, the most expensive trim 

Observations 381-390: Chevrolet, price range 15,000 - 27,000 USD 

Measure Criteria Observations

Outlier |R|>3 none

#11-20, 151-160, 341-360, 381-390

#41, 75, 81, 82, 85, 88, 90, 121, 125, 128, 151-160, 
201, 342, 344-360, 381-390, 560

|DFFITS| #41, 42, 75, 81, 82, 83, 85, 88, 90, 121, 122, 125, 128, 
151-159, 341-360, 381-390, 555

|DFBETAs| Intercept: # 81-86, 88, 90, 106, 107, 108, 110, 112, 
121-139, 148, 150, 481, 547, 552, 553, 554, 555, 559, 
560

x1: # 42, 42, 80, 81, 82, 90, 120, 121, 122, 130, 131, 
140, 141, 150-153, 158, 159, 160, 201, 203, 219, 221, 
280, 320, 341, 342, 349-352, 360, 361, 380. 382, 388, 
390, 451, 452, 454, 531, 571

x2: # 81-90, 96, 97, 106, 108, 110, 151-160, 341-360, 
381-390

x3: # 81-91, 95, 96, 97, 100, 128, 215, 341-360, 
381-390

x4: # 81-90, 131-139, 151-160, 341-360, 381-390, 
454, 527, 547, 572, 574

x5: # 81-91, 151-160, 341-360, 381-390

x6: # 81, 82, 89, 151-160, 341-360, 381-390

x7: #81-91, 101-131,153-156, 348, 352, 388

x8: # 81-90, 95, 101-131, 144-148

x9: # 101-131, 151-160, 341-360, 381-390

Covratio >1.119: # 11-20

<0.881: # none�1 ± 3p

n

�
2

n
= 0.07968

�Di

�2
p
n

= 0.398

�hii

�
4
n

= 0.0063

�
2p
n

= 0.079



Multicollinearity Diagnostics 

 

at VIF=29.35   

at VIF=28.60   

at VIF=27.43   

Coefficients for  , Cylinder, Liter, are highly inflated. 

R2
j = 1 −

1
29.35

= 0.966

R2
j = 1 −

1
28.60

= 0.965

R2
j = 1 −

1
27.43

= 0.963

X3

Table 5.2 Variance Inflation Factor



 

The Eigensystem Analysis also indicates multicollinearity for  , Cylinder, Liter (Table 5.3). 

The correlation matrix (Table 5.4) indicates high correlation for: 

• x6 and x5 (0.8767) 
• x4 and x5 (-0.7684) 
• x4 and x6 (-0.822) 
• x8 and x7 (0.7966) 
• x3_x8 and x3_x7 (0.8392) 
• Cylinder and Liter (-0.9427) 

X3

Table 5.3 Eigensystem Analysis

Table 5.4 Correlation Matrix



Based on the multicollinearity diagnostics, I have decided to remove Cylinder, X5, and the 

interaction X3_X7 from the model. I have decided to keep X3 in the model, because the removal of 
this variable would affect the normality (Figure 5.3). 

After the changes, the model includes the following variables: 

X1 X2 X3 X4  X6 X7 X8 X9 X10 X11 X12 X14 X16 X17 X18 X2_X7 X2_X8 

Figure 5.3 Fit Diagnostics after removing 
X3, Cylinder, X5, and X3_X7

Figure 5.3 Fit Diagnostics for a new model



 

In the case of large sample, we use the Kolmogorov-Smirnov test for normality. 

  the errors follow a normal distribution 

  the errors do not follow a normal distribution 

P-value=0.15 >  . We fail to reject the null hypothesis. The errors follow a normal 
distribution. 

Based on Figure 5.3 and Table 5.5, I conclude that the new model meets assumptions about 
constant variance and normality. 

Th new prediction equation is: 

  

  

 

H0 :
H1 :

α = 0.05

logPrise = 9.739 − 0.00000844X1 − 0.42815X2 − 0.56002X3 − 0.59462X4 + 0.07485X6 − 0.07611X − 7 − 0.05896X8 + 0.31078X9

−0.01094X10 − 0.05464X11 + 0.34530X12 + 0.21913X14 + 0.01718X16 + 0.01978X17 + 0.03454X18 − 0.05167X2X7 − 0.02012X2X8 + 0.02946X3X8

Table 5.5 Test for Normality

Table 5.7 Parameter Estimates for the new model

Table 5.6 Analysis of Variance of the new model



6. Selection of Variable Subset 

 

 

 

Table 6.1 Forward selection 
α = 0.25

Table 6.2 Backward Elimination 
α = 0.10

Table 6.3 Stepwise Regression
α = 0.15



 

 

Based on the variable selection process presented in Tables 6.1, 6.2, 6.3, 6.4, and 6.5, I have decided to 

eliminate X10 and interactions from the model: X2_X7, X2_X8, X3_X8. The variable selection process 
yields the following model: 

  

  

log(Price)i = β0 + β1Mileagei + β2Buicki + β3Chevroleti + β4Pontiaci + β5MiddleClassModeli + β6BasicTrimi + β7EntryTrimi

+β8Convertiblei + β9Hatchbacki + β10Wagoni + β11Literi + β12Cruisei + β13Soundi + β14Leatheri + ϵi

Table 6.4 C(p) selection method

Table 6.5 R-square



 

Table 6.6 presents the parameter estimates after the variable selection process. I have decided to 
remove Cruise variable from the model as its p-value=0.0795 >  . The reduction yields the 

following model: 

  

  

α = 0.05

log(Price)i = β0 + β1Mileagei + β2Buicki + β3Chevroleti + β4Pontiaci + β5MiddleClassModeli + β6BasicTrimi + β7EntryTrimi

+β8Convertiblei + β9Hatchbacki + β10Wagoni + β11Literi + β12Soundi + β13Leatheri + ϵi

Table 6.6 Parameter Estimates after the variable selection 
process



Validation of the Regression Model 

In order to validate the regression model, I have split the data into estimation (70%) and prediction 
(30%) sets. Table 6.7 presents the parameter estimates for the estimation set. 

Test for significance of Regression: 

    
    for at least one   

  

p-value=0.001 <   We reject the null hypothesis. 

 , which means that 95% of variation in the price of used cars is explain by the model. 

Figure 6.1 shows that the model meets the assumptions of the constant variance and normality. 

The prediction equation is: 

  

  

  

H0 : β1 = . . . = β13 = 0
H1 : βj ≠ 0 j
F0 = 790.26

α = 0.05

R2 = 0.9595

log(Price) = 9.74297 − 0.00000811Mileage − 0.46049Buick − 0.55392Chevrolet − 0.59293Pontiac + 0.07008MiddleClassModel

−0.09736BasicTrim − 0.05482EntryTrim + 0.31850Convertible − 0.04666Hatchback + 0.35578Wagon + 0.22186Liter

+0.02541Sound + 0.03054Leather

Table 6.7 Parameter Estimates: Estimation Set

Figure 6.1 Fit Diagnostics



After using this model to predict the observations in the prediction data set, I have obtained the 

following results: 

We can see that the predicted values correspond closely to the observed values. The sum of squares 

of the prediction error is  , and the approximate   for the prediction is: 

  

We might expect this model to explain about 99% of the variability in new data. 

∑ e2
i = 1.42611 R2

R2
pred = 1 −

∑ e2
i

SST
= 1 −

1.42611
17689.00

= 0.99

Table 6.8 Example of Prediction Errors: 30 out of 182 



7. Conclusion 

The aim of this project was to develop the prediction equation for the Blue Book cost of a used car. 
The data set consists of 630 observations, one dependent variable and 11 predictor variables. The 

explanatory variables include both quantitative and qualitative regressors. Two of the categorical 

predictors (Trim and Model) include many categories (sometimes over 20). Therefore, in order to 
make the model more compact, I have decided to group these categories into three classes which 

have been introduced in Section 1 (Problem Description). 

This report presents the set of activities allowing me to build a multivariate regression model, 

including: 

• checking for the violations of model assumptions; 
• data transformation; 
• variable selection techniques; 
• incorporation of categorical explanatory variables; 
• application of F-tests 
• validation of the final regression model. 

Base on the results of the Breusch-Pagan test showing non constant variance, I have decided to 

make a log(Y) transformation. No other transformations were needed. Four of the qualitative 
variables have more than two levels, for that reason I have presented detailed tables in Section 3 

(Specification of the Model)  showing that a qualitative variable with a levels can be represented by 

a-1 indicator variables, each taking on the values 0 and 1. 

After the implementation of variable selection techniques, some predictors have been removed. At 

the beginning of the analysis, I have included some interactions to the model. However, they 
happened to be either insignificant or highly correlated. As a result, the final model does not 

include any interactions. 

After the entire process  of model building, I was able to develop the prediction equation that 
explains about 99% of the variability in new data.  

Since the dependent variable in the final model is log-transformed, the interpretation of effect of 
changes in   on   is the following:  

• each one unit increase in   results in   percentage change in  . 

  

  

  

The interpretation of the prediction equation gives the following conclusions: 

• an increase of one mileage results in   percentage decrease in the 

price (an increase of 10,000 mileages results in 8.11% decrease in the price)  

• if a car is made by Buick, the price is   % lower than Cadillac 

• if a car is made by Chevrolet, the price is   % lower than Cadillac 

• if a car is made by Pontiac, the price is   % cheeper than Cadillac 

Xi Y
Xi (e ̂βi − 1) × 100 Y

log(Price) = 9.74297 − 0.00000811Mileage − 0.46049Buick − 0.55392Chevrolet − 0.59293Pontiac + 0.07008MiddleClassModel

−0.09736BasicTrim − 0.05482EntryTrim + 0.31850Convertible − 0.04666Hatchback + 0.35578Wagon + 0.22186Liter

+0.02541Sound + 0.03054Leather

(e0.00000811 − 1) × 100 = 0.000811

(e0.46049 − 1) × 100 = 58.48
(e0.55392 − 1) × 100 = 74

(e0.59293 − 1) × 100 = 80.90



• if a car is classified as middle class model, the price is  higher than a 
car classified as upper class model 

• if a car’s trim is classified as “Basic”, the price is  lower than a car 
with a “High” trim (upgraded equipment and additional features) 

• if a car’s trim is classified as “Entry”, the price is  lower than a car with 

a “High” trim (upgraded equipment and additional features) 

• for a convertible car, the price is  higher than for a sedan 

• for a hatchback, the price is  lower than for a sedan 

• for a wagon, the price is   higher than for a sedan 

• an increase of an engine size by one liter results in   increase in the 
price 

• the price of a car with upgrader speakers is higher by   

• the price of a car with leather seats is higher by   

(e0.07008 − 1) × 100 = 7.26 %

(e0.09736 − 1) × 100 = 10.22 %

(e0.05482 − 1) × 100 = 5.63 %

(e0.03185 − 1) × 100 = 37.56 %
(e0.04666 − 1) × 100 = 4.78 %

(e0.35578 − 1) × 100 = 42.73 %
(e0.22186 − 1) × 100 = 24.83 %

(e0.02541 − 1) × 100 = 2.57 %
(e0.03054 − 1) × 100 = 3.10 %


